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Another Variant from the Hirsch Index Zoo?
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The h-index proposed by Hirsch only 8 years ago is already frequently used to mea-
sure scientific performance. Nevertheless, several open questions are unsolved, e.g.
what does the h-index really measure? Are there better variants available? How
reliable is the determination of the h-index? Does it have predictive power?

1 Introduction

In recent years the attempts to measure scientific perfor-
mance have been felt as a growing pressure on many scien-
tists, exercised by administration, politics and even the gen-
eral public. This is somewhat understandable because ad-
ministrators, politicians and more general the citizens want
to know whether the tax money is spent in a reasonable
way. But it remains unclear not only what is reasonable,
but also how to measure scientific performance. Various
measures are in use, from counting PhD students (which
has recently been strongly criticized due to plagiarism scan-
dals) to counting allocated or spent third-party funding or
counting publications and citations. It is not the purpose of
the present paper to discuss or even weight the respective
different measures. Rather, I will concentrate on the biblio-
metric issues, related to the h-index proposed by Hirsch[1]

as a measure for the scientific performance in terms of cita-
tions. It is defined as the (largest) number h of a scientist’s
publications which have received at least h citations. Thus,
it appears to be easy to determine it and therefore, the h-
index has become famous among administrators but is also
considered infamous by many scientists, even if they have
obtained a relatively high index value.
The validity and the advantages and disadvantages of the h-
index have been discussed ever since its introduction, and
a plethora of variants has been introduced.[2] Nowadays, it
is difficult to find a letter in the alphabet which has not yet
been proposed at least once as a new bibliometric index in
that context.[3] Many of the suggestions are driven by per-
sonal taste, some of them might also have been created due
to the desire to improve the indicator value of the propos-
ing author in comparison with competing colleagues. It is
impossible to review all suggestions, even the reasonable
proposals are too numerous. In the following, I will discuss
only some of these bibliometric indicators what of course
means a subjective choice according to my personal taste.
Let me add a caveat: I am not a scientometric expert but a
physicist who has chosen this topic as a hobby horse (hobby
deer) several years ago. In these years, I analyzed the cita-
tion records of several physicists. For the present paper, I
have investigated the data of Prof. Dr. Kurt Binder from the
Johannes Gutenberg-University Mainz, whom I got to know

as an excellent scientist during my first professorship in the
Institute of Physical Chemistry in Mainz three decades ago.
He still is a very active researcher, publishing frequently
and his papers have received and are still receiving very
many citations. In the year 2001, he was distinguished by
Thomson Reuters’ Institute of Scientific Information (ISI)
as one of the most cited authors in the world. There are
only very few other German physicists with so many cita-
tions. Therefore, dear reader, while you may be impressed
by the numbers below you should not be disappointed if
your personal citation record is significantly lower.

2 The h-index and its

determination

Probably the most simple way of measuring scientific per-
formance in bibliometric terms is counting the number of
publications. After this indicator came into use in partic-
ular in the US decades ago, some scientists adjusted their
publication outcome to it. This led to the tactics of salami
slicing, i.e. the apportionment of the obtained results into
LPUs (least publishable units). As a countermeasure, peo-
ple started counting the citations, what was made possible
but cumbersome by the then regularly printed Science Cita-
tion Index.
Counting citations to help with economic decisions is noth-
ing new. Already in 1927, the citation frequencies of 28
leading chemistry and physics journals in the previous 54(!)
years were investigated[4] with the aim of determining for
which journals the subscription should be continued or can-
celled. Similarly, nowadays some people believe that cita-
tion records can be used for determining, whether to allo-
cate research funds or whether to hire scientists or not.
The advance of large bibliometric databases has simplified
the evaluation of citation statistics also for individual re-
searchers significantly. For the present paper, I have down-
loaded K. Binder’s citation record from the Web of Sci-
ence (WoS) provided by Thomson Reuters (formerly ISI)
on September 18, 2013. Then, 993 entries were found,
but a careful check yielded only 884 publications that were
written by the investigated person. This is the well known
precision problem: up to now there is no reliable way of
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determining the citation record of the publication set of a
person with high accuracy automatically. In some cases,
like F. Wilczek, it is easy. In other cases, like M. L. Co-
hen, it is more difficult to eliminate homographs, i.e. to
exclude papers which have not been written by the physi-
cist Marvin L. Cohen.[5] In the other direction, for Pierre-
Gilles deGennes one has to combine the WoS search re-
sults for deGennes PG, deGennes P, de Gennes PG, Gennes
PG, and Gennes PGD. Similar problems occur for scientists
whose names changed due to marriage. And the translitera-
tion from other alphabets has changed over the years, which
makes it sometimes nearly impossible to find all papers of
Russian, Japanese, or Chinese scientists. For an accurate
result, it is therefore indispensible to compare the papers in
the downloaded citation record with the publication list pro-
vided by the author. Fortunately, such lists can usually be
found in the WWW. In conclusion, the h-index value, which
is automatically calculated in the WoS, is not reliable. One
should also be aware that many conference proceedings are
not included in the data base. Moreover, books have only
recently started to be taken into account.
Sorting the papers according to the number c of citations
allows an easy determination of the h-index, see Fig. 1: h

is given by the largest rank r for which c(r) � r. In the
present case, one gets h = 95. Graphically this means that
one has to search for the largest r for which the data point
in Fig. 1 lies on or above the diagonal c(x) = x. In order
to avoid the unequality, it is often helpful to generalize the
definition of h to the rational variant eh: if one uses a linear
interpolation of the citation frequency c(x) between r and
r+1, then e

h can be determined from the equality e
h = c(eh).

Graphically, this means the intersection of the interpolating
lines in Fig. 1 with the diagonal. The original h-index is
obtained by rounding the rational version to the next lower
integer value. In the present case, one gets eh = 95.0 = h.

3 Advantages and disadvantages

One advantage of the h-index was already stated by Hirsch
in the original publication,[1] namely that it combines the di-
mension of quantity as expressed by the number of publica-
tions with the dimension of quality, assuming that the num-
ber of citations reflects the quality of a manuscript. This is
certainly not obvious because sometimes faulty papers at-
tract a considerable number of citations. It is an open ques-
tion whether it is worthwhile to try and eliminate such in-
correct publications. On the other hand, review articles are
likely to be frequently cited, although they usually do not
present new research results. It is another open question
whether they should be included in the h-index or not.
The mentioned advantage, however, has been criticized
from a methodological point of view because such a mix-
ture of different dimensions into one indicator is question-
able in principle. Moreover, only on first sight the mixture
appears to be unique because the definition of h does not
depend explicitly on any parameter. In fact, one can intro-
duce a prefactor q and demand that hq publications have

obtained at least q · hq citations each.[6] This arbitrariness
allows one to define a generalized index hq , or rather an
infinite number of indices which are more or rather less
useful. In particular, q = 10 has been suggested as a rea-
sonable choice for highly cited researchers because then
the results are much smaller so that the precision prob-
lem would be reduced.[7] In Fig. 1 the respective broken
line yields h10 = 24. Already for more moderate values
of q, the ranking of scientists can change considerably in
comparison with the original h-index.[8] This underlines the
problem that small differences in the index values should
not be utilized for distinguishing the researchers. It would
be an overinterpretation if differences of a few index points
were taken as an indication that one scientist is better than
the other.

Figure 1: Citation record of Kurt Binder. The papers are
ranked according to the number of citations (⇥).
Also given is the average number of citations (•)
up to rank r. The straight solid lines reflects
the diagonal c(r) = r, the broken line indicates
c(r) = 10r.

At first glance already, Fig. 1 shows that the citation curve
is very skewed. This is usual and makes any use of aver-
age citation numbers questionable. Such averages have also
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been proposed for alternative indicators. The advantage is
that they counterbalance the above mentioned salami slicing
tactics. However, in my view, it is unfair to punish a produc-
tive author, even if some publications have had little impact.
In any case, for pushing one’s h-index the apportionment of
the results to several papers is probably not helpful because
possible citations are likely to be also likewise distributed,
leading to lower citation frequencies for the smaller units.
The skewness of the citation record can be quantified: in the
present case, the 5% most cited papers have attracted 40%
of all the 42,531 citations. Excluding the highly cited re-
view articles, the 5% most cited papers still have more than
34% of all the 35,457 citations. The distribution, thus, does
not quite reach Pareto’s principle, the 80-20 rule but comes
close to that: not 80% but 69% of all citations are concen-
trated on the top 20% of papers. Consequently, one should
not consider average values, because the use of averages for
strongly skewed distributions violates most-basic scientific
standards.
This is by the way a severe criticism which should be ap-
plied also against the impact factor which for a given year
is calculated as the average number of citations within that
year to the papers published in the two previous years. It
was originally created to judge the quality of a journal in
terms of citations. But as the citation distributions of jour-
nals are also strongly skewed, the impact factor is not a
good measure.[9] And it should certainly never be used to
judge the quality of a single paper, because there is a low
correlation between the impact factor and the number of ci-
tations to an individual paper in a journal. As an example I
note that according to Thomson Reuters, the impact factor
in the year 2011 for Physical Review Letters was 7.37, but
less than one third of the relevant papers (i.e. from 2009 and
2010) contributed 8 or more citations. The remaining two
thirds had less citations and therefore effectively decreased
the impact factor of the journal. It would have been bet-
ter for Physical Review Letters if these papers had not been
published in this journal.

4 Further variants of the h-index

One criticism against the h-index is based on the fact that
additional citations to the papers in the h core, i.e. the set
of h-defining papers, do not have any effect. Many people
consider this to be unfair. This shortcoming was remidied
in the g-index, defined originally as the largest number g of
papers that together received g

2 or more citations.[10] I won-
der whether the g-index has not become more popular, only
because this definition appeared to be too difficult, when the
sum had to be compared with a parabola. In fact, it is equiv-
alent to the demand that the average number c̄ of citations
to the g most cited papers is larger or equal to g.[11] In this
form it looks much more similar to the definition of the h-
index. The respective average values are included in Fig. 1,
yielding g = 169. Due to the averaging, the g data show a
much smoother behavior than the h values in Fig. 1.
But in principle, the above reservations against averages ap-
ply. However, in this situation there is a way out: the aver-

age is only a mathematical formality with the aim of en-
hancing the index value in a reasonable way by taking into
account the excess citations to the core papers,[10] i.e. the
c(r)�h citations of the r-th paper. E.g. in Fig. 1 this means
c(1) � h = 3148 � 95 = 3053 citations to the first paper
which are not relevant for the h-index but become relevant
for the g-index.
Again, a linear interpolation c(x) as above allows one to
define an index eg = c̄(eg) which in this case is a real num-
ber. Now, every additional citation to the papers in the core
causes an albeit small increase of the index. I consider this
to be an attractive feature.
Like the h-index, the definition of the g-index is not as
unique as it looks. Similarly to the above, one can utilize
a prefactor q and thus get an infinite number of generalized
indices gq .[6] Specifically, one gets g10 = 40 in Fig. 1.
There is another straightforward way of generalizing the g-
index. Without explicitly mentioning it in the discussion
above, the average was meant to be the arithmetic mean.
But there are other means like the harmonic or the geomet-
ric mean. In general, one can use an exponent p to define
the Hölder means also known as power means

c̄p(r) =

✓
1

r

rX

r0=1

⇣
c(r0)

⌘p
◆ 1

p

and utilize these means in the same way as the average
above.[12] For p = 1, one obtains the usual g-index. For
p = 0 and p = �1, the geometric and the harmonic aver-
ages yield two generalized indices which have been labeled
t and f previously.[13] Surprisingly, as far as I know, the
quadratic average for p = 2 has not yet been exploited in
the present context. In the limit p ! �1, one obtains the
usual h-index. The other limit p ! 1 yields the citation
frequency c(1) of the most cited paper which some people
also consider a useful quality indicator. In summary, by
varying the exponent p it is possible to give more or less
preference to highly cited papers.
Other variants of the h-index are based on arithmetically av-
eraged citation frequencies for different core sizes. Some-
times, the median is utilized. Further variants are based on
the square root of the summed number of citations for dif-
ferent core sizes. More complicated definitions have been
proposed, leading to rather exotic indices which are un-
likely to be utilized because the calculation is too cumber-
some for practical purposes. Several variants are discussed
in short reviews but shall not be given undue credit here.[2,3]

5 Modifying the database

Up to now, the mentioned variants of the h-index have all
been based on the original citation data. However, there are
good reasons to modify these data. One problem concerns
self-citations. Obviously, self-citations do not reflect the
impact of a publication. In the WoS, total citation counts
without self-citations can be obtained but here, only the di-
rect self-citations, i.e. citations by the investigated scientist
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to his/her papers are taken into account. However, some-
times there is a co-author who is much more enthusiasti-
cally self-citing and of course these indirect self-citations
should also be excluded from the citation record.

In his original publication,[1] Hirsch contended that self-
citations would not have a big influence on the index. This
conjecture is not true. I have shown that the exclusion of
self-citations from the citation record can strongly change
the ranking of scientists according to the so-called sharp-
ened index hs in comparison with the ranking according
to h.[14] Unfortunately, as the exclusion of direct (let alone
indirect) self-citations is at present not automatically done
for each paper separately, I am afraid that this consideration
will not be applied in many cases.

Another modification concerns the number of co-authors. It
is an open question how multi-author papers can be treated
in a fair way.[15] Usually, the contributions of the individual
authors to a paper are not quantified. Nevertheless, sugges-
tions have been made to give more weight to the first and/or
last author of an author list for each publication. However,
this is not very practical because there exist different tra-
ditions in different fields how the co-authors are arranged
in the list. In conclusion, it remains an open question how
to treat this problem. An imperfect way is to share the im-
pact equally among the authors. One respective possibility
would be to fractionalize the citation counts and attribute
c(r)/a citations to each of the a authors. But for the present
purpose, this means that the papers have to be rearranged
according to the fractionalized citation counts. This is not
only impractical but it also appears unreasonable that highly
cited papers with many authors are likely to drop out the
core. A better way is to fractionalize the paper count, i.e.
to attribute only a share of 1/a of the paper to each author.
I have labeled the respectively modified index as hm and
shown that this modification can also have a strong effect
on the ranking.[5]

Of course, one can combine the modification for multi-
author papers with the index sharpened for self-citations
and obtain the index hms.[16] Likewise, a modified sharp-
ened index gms can be defined.

Another open question is how it is possible to compare the
indices of scientists working in different fields. It is well
known that there are different citation cultures, e.g. in math-
ematics and in engineering. Therefore a field normaliza-
tion is required.[17] But even in one field like physics, it is
doubtful whether the indices can be compared in a mean-
ingful way.[18] For example, in mathematical physics the
number of citations is usually considerably smaller than in
biophysics. Therefore, a comparison without subfield nor-
malization could be very unfair for mathematical physicists.
But then, multidisciplinary papers become a problem be-
cause it is unclear which normalization should be applied.

Another difficulty occurs for large collaborations which are
typical in high energy physics. If there, the paper counts
are fractionalized, they are also marginalized which would
be unfair. However, is it fair to take a paper with 1,000
authors fully into account 1,000 times?

6 The predictive power of the

h-index

The h-index has been shown to have predictive power
in the sense that there is a high correlation between the
values after 12 years and after 24 years of the career of
researchers.[19] This raises the question whether the h-index
can be used profitably in academic appointment processes
or for the allocation of research resources. However, I have
shown that the evolution of the h-index with time is usually
dominated for a long time by citations to previous publi-
cations rather than by new scientific achievements.[20] This
is visualized in Fig. 2 where the time evolution of Binder’s
h-index is compared with the fictitious evolutions obtained
under the assumption that he had stopped publishing in the
selected years s. For example, for s = 1988 the index
would have increased like h until 1993 and even in 2001 it
would have been smaller only by 5 index points, less than
7%. If he had stopped publishing in 1997, there would have
been no change compared to the actual h-index in the next
8 years and a change of no more than 2 index points until
2011, that is after 14 years! These observations should not
been misinterpreted: The inertness of the h-index cannot be
taken as an indication that recent publications had no im-
pact. But it becomes more and more difficult for additional
publications to contribute to the h-index when the index
values are already high.

Figure 2: Time evolution of the h-index for Kurt Binder’s
publications (top black line). Additionally the
evolution is displayed for selected years s (see
legend) taking only publications up to the year s
into account.

In conclusion, the h-index is a good predictor of itself due
to its inertia, but it cannot predict future scientific perfor-
mance. If a researcher goes to sleep in the year s, for ex-
ample after getting tenure, the h-index is likely to increase
anyway. Likewise, the past evolution of the h-index does
not automatically mean that a candidate has performed well
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in recent years. The index would have increased more or
less as it did, even if the candidate had gone to sleep several
years ago. On the other hand, the h-index evolution does
reflect the impact of the past achievements, although not so
much of the very recent research. But of course, this earlier
performance is also an aspect which one may want to con-
sider in appointment processes or for allocation of research
resources.
In a more general investigation of 10 citation-frequency
based indicators,[21] the current annual number of citations
was found to be the best predictor of future citations, but
not surprisingly, none of the indicators was able to predict
citations to future work well.

7 Discussion and conclusions

The h-index has become a popular measure for the scientific
impact of a researcher’s publications. Whether you or I like
it or not, it is here to stay, not only but also because of its
simplicity. But it remains an open question whether qual-
ity can be measured in this way. However, it is certainly
better than just counting publications or citations. Never-
theless, it cannot replace peer review. And in scientomet-
rics, it was recognized already in 1981 that “uncertainties
make the concerted use of citation analysis and peer evalu-
ation inevitable”.[22] But of course, peer review means read-
ing papers which is time consuming and requires thinking.
And already one of the founding fathers of scientometrics
warned that “citation analysis is not a shortcut to be used as
a replacement for thinking”.[23]

In any case, one should always be aware that it is impos-
sible to judge the performance of a researcher by a single
indicator. Even for the purpose of measuring the citation
impact, more than one number would be better than just the
h-index.
But if one really wants to condense the citation record into
one indicator, there are some variants of the h-index which
are more meaningful, while most versions are too compli-
cated or exotic and will not have much impact. In my ad-
mittedly subjective view, the modified sharpened index gms

would be the best variant.
Due to the many possibilities to select one of the index
variants, any ranking based on a single indicator should be
considered with reservation. Small differences in the index
values should be interpreted with caution. One can easily
find examples of prominent scientists with low index val-
ues. Therefore, it is reasonable to adhere to the principle
of antidiagnostics, namely that “in scientometrics, numeri-
cal indicators can reliably suggest only eminence but never
worthlessness”.[24]

As usual, any indicator will lead to creative adjustment pro-
cesses. Therefore one should be aware that the h-index can
also be subject to possible manipulation: I have seen cita-
tion records which are surprisingly flat around the actual
value of the h-index what can be achieved by the strategy
of selfciting the respective papers with the aim of pushing
them into the h core. A more clever because not so obvious
way is enhancing the respective citation counts by a citation

cartel. Indeed, I have already been asked by a colleague to
cite specific papers for this purpose, because a minimum
value of the h-index was demanded by the administration
for the promotion to professorship in that country.

8 Prospect

Given the shortcomings of the h-index which can only be
weakened but not remedied by the variants, the question
arises whether there might be better alternatives to evalu-
ate the scientific performance of an individual researcher
in terms of citations. One possibility is the comparison of
the specific citation record with reference sets which are
accessable for example via the InCites database which is
also provided by Thomson Reuters’ ISI.[25-27] For this pur-
pose, reference sets for different fields (or possibly sub-
fields) and different publication years are utilized in order
to determine a position of a publication within the refer-
ence distribution. For this aim, the papers in the reference
distribution are sorted according to their citation frequency
and median, quartile, decile or other percentiles are deter-
mined. Then age- and field-normalized impact scores can
be calculated for each publication of an individual scien-
tist by determining the respective percentile of the refer-
ence set to which the publication belongs. Such impact
scores avoid most problems associated with the h-index and
its variants, because they enable cross-field comparisons,
avoid age-dependent discrimination of younger scientists,
solve problems with the skewed citation distributions, and
also make manipulations much more difficult.
As mentioned, for such an evaluation, a comparison of each
publication record with the reference set has to be per-
formed. This is of course much more tedious than the sim-
ple determination of the h-index. But given the importance
of such evaluations with respect to allocating grant money
or selecting candidates for an open position, simplicity and
easy access to the data base should not play a decisive role.
Of course, additional costs will occur for the determination
of the reference distributions. But, compared to the costs of
a miscast professorship or misplaced grants, the access to
InCites is not so expensive that this means an impregnable
hurdle.
On the other hand, the relatively large effort which is nec-
essary for comparing the citation frequency of each publi-
cation might be the greater hurdle which is even increased
by the necessity of selecting the appropriate reference set
(or, rather, sets) especially for scientists which have worked
in different (sub)fields or in cross-disciplinary research.
Therefore, while the described evaluation in terms of nor-
malized impact scores is certainly a much better way than
the h-index comparisons, it appears doubtful whether these
proceedings will be performed in many cases.

9 Summary

My answer to the question in the title of this paper is: In
principle yes, but already the Greek philosopher Plato had
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realized that “a good decision is based on knowledge and
not on numbers.” What more is there to say?
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